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detection models.
o Evaluated improvements in detection
performance using BERT and GPT models.

Simply claiming authority
or credibility

Problem Setting

Shifting Hypothesis

Misinformation Detection

e Superior performance of GPT over ROBERTa

RAWFC benchmark

e Shows real-world capability
e Achieved SOTA without search engine access.

Task 1: Misinformation Detection 5 5 5
‘vati e GPT-4 significant improvement with combined inputs. Mode! P (%) | R(%) | F1 (%)
8 P P Standard 485 | 485 | 485
Health misinformation is important Doctor's Warning: Never Clean Your Child With Baby Wipes No Matter What. |np_Ut_Source | F1ricro | Flasacro Standard,;iharticies | 48.5 | 47.5 47.9
e Societal impacts of health misinformation. . . Majority Baseline 0.673 0.402 CoT ; 42.4 | 46.6 44.4
o Undermining trust in medical advisories Task 2: Persuasive Strategy Labeling ROBERTA ciaim 0.830 | 0.793 ReAct 512 | 485 | 49.8
o Dire consequences | Title of artic| Distinctive linguistic feat E tion/absolut ROBERTa aricie 0.810 0.765 HiSST 53.4 g 93.9
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. / / GPT-4 c1aim 0.837 0.791 Results on the RAWFC benchmark. T denotes the access to search engines.
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Automatic Misinformation Detection (Doctor's Warning: Never Clean Your Child With Baby Wipes|No Matter What.]] GPT-4 cl:m;article 0.913 0.904 Explalnablllty

e Must be Accurate and Transparent [In fact,(some doctorsare recommending that parents cease using baby wipes
e Validating with knowledge base.
e Using linguistic features.

o Persuasive Writing Strategies

Dataset Construction

=

on their childrkn entirely, because of the risk they are taking each time they

do so. f \/w \ \v

Establishing Surface credibility markers - .
Legitimacy simply claiming authority or Fear Emotional appeals
credibility

Task 3: Misinformation Detection with Persuasive

Source Strategy Labeling

Misinformation Detection results (Task 1)

Persuasive Strategy Detection

e Low performance shows the complexity of this task.
e Increasing context generally improves detection accuracy.
e only Level-4 doesn't increase as context grows

Persuasive writing strategies as reasoning in Chain of
Thoughts prompting can generate explanation for the
veracity labels.

Claim: The Government is banning organic Farming

Give me a Yes or No answer with your chain of thoughts.

GPT-4: No, the claim that the government is banning organic farming is not correct based
on the labeled persuasive strategies in the supporting article. The article uses a lot of fear

. Level 1 Level 2 and uncertainty to make its point, often exaggerating the potential effects of the bill. It also
e Health-related subset of MultiFC. Context F1.. Fi Context F1.. Fi shows a distrust of government and corporations, suggesting a bias in the information presented.
Title of article as Exaggeration/absolute P Micro Macro Mzicro Macro Furthermore, the call to action to read the legislation for oneself implies that the author may not
. . clickbait language P e None 0.668 0.662 None 0.468 0.342 have provided a full or accurate summary of the bill. Therefore, the claim seems to be based
Article Retrieval g ?P‘\,S Low 0677 0.676 Low 0.501 0.372 more on speculation and fear-mongering than on concrete evidence.
e Manually retrieved a supporting article of each claim. " High 0.699 0.692 High 0.497 0.383 An example a reasoning generated by GPT-4 with in context learning
|(Doctor's Warning: Never Clean Your Child With Baby Wipes|No Matter What.] Level 3 Level 4 _
: Take away messages
Annotation Process \v Context || Fluiricro | Flaaero || Context || Flasicro | F1azacro y 5
e Developed a novel annotation scheme for R AN None 0.430 0.270 None 0.428 0.291 e Persuasive strategies significantly improve
persuasive writing strategies. SR TR Low 0.464 0.283 Low 0.434 0.265 misinformation detection.
e Annotated by three experts in communication and High 0.463 0.288 High 0.441 0.256 e Our approach provides clear explanations for

Persuasive Strategy Labeling (Task 2)

e Fine-tuned ROBERTa

e Experimented with three context levels.

e Evaluated in four different level of hierarchy.

misinformation studies.

Persuasive Strategies Identified
e 12 main different strategies e.g. Emotional Appeals
e Three hierarchical levels to enhance specificity.

Quality Control
e (Cohen's Kappa Inter-annotator reliability: 88% average

Misinformation Detection (Tasks 1 & 3)
e Prompted GPT with different methods.
e Fine-tuned RoBERTa for misinformation.

Final Dataset e GPT-3/4 used in zero-shot and in-context learning.

e 242 articles with veracity (binary) labels.
e 5666 sentences annotated wit one or
persuasive writing strategy.

maore

Sentence-level results on four levels of persuasive strategies, and three context levels

Misinformation Detection with Persuasive Strategies

e Significant improvement with Ground-Truth (GT)

persuasive labels.
e GT alone performs better than claim itself.
e For Claim + Article + GT

o GPT-4 Performs best.

o RoBERTa Fails due to token limitation.
e In context learning

o Qutperforms RoBERTa predictions

o Close to ground-truth labels

Heterogeneous
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misinformation classifications.

e Our novel scheme offers a systematic way to analyze
persuasive writing.

e Our method is applicable across various
misinformation domains.
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