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Health Misinformation

● Societal impacts of health 
misinformation.
○ Undermining trust in medical advisories.
○ Dire consequences.

● Experts are costly.

Why?

https://www.statista.com/chart/22660/health-misinformation-on-facebook/ 2



Automatic Misinformation Detection

Is this true?

What
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Research questions

● Can language models detect misinformation? 
● Can persuasive writing strategies help LLMs in misinformation 

detection?
● Can language models identify persuasive strategies? 
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No resource



New Dataset

Persuasive Writing Strategy Dataset

● Source
○ A health-related subset of MultiFC.
○ Filtered 599 claims to to 242 claims.

● Article Retrieval
○ Manually retrieved full articles associated with each claim.
○ Articles were gathered from publicly accessible domains.

● Annotation Process
○ Developed a novel annotation scheme for persuasive writing strategies.
○ Annotated by three communication experts in studies.
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Annotation scheme



Persuasive Writing Strategy Dataset

● Quality Control
○ Inter-annotator reliability:

■ Cohen's Kappa.
■ 88% average pairwise agreement 

● Final Dataset
○ 242 claim and articles with veracity (binary) labels.
○ 5,666 sentences, each can be annotated with one or more strategy.

Dataset Details
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● Objective: Classify misinformation news using their claim and 
articles.

● Challenge: 
○ Involves analyzing content veracity, context, and intent.

Task 1: Misinformation Detection
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Is this true?



● Objective: Identify and categorize text spans with persuasive strategy 
writing.

● Challenge: Requires in-depth linguistic analysis.
● Settings:

○ Unit:
■ Sentence
■ Article
■ Span

○ Information context:
■ No context.
■ Low: 1 unit from each side.
■ High: 2 unit from each side.

Task 2: Persuasive Strategy Labeling
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● Objective: Combine the detection of misinformation with the 
analysis of persuasive writing strategies.

● Challenge: Inherits all!
● Settings: Multi-task Learning or Pipeline setting.

Task 3: Combined
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Experiments

1. Misinformation Detection

● Setting
○ Different input variations

■ claim, article, and their combination.

● Models Tested
○ RoBERTa: Fine-tuned on the train data.
○ GPT-4: Evaluated in zero-shot setting.

● Observation
○ Superior performance of GPT-4 over RoBERTa
○ GPT-4 improvement with combined inputs.
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Results with different inputs



Experiments

2. Persuasive Writing Strategy Detection

● Sentence Level
● Tested fine-tuned RoBERTa
● F1-Macro is a more important metric.
● Results

○ Increasing context generally improves detection 
accuracy.

○ Level-4 only doesn’t increase as context grows
■ Not related to context

● Scientific jargon
● Words associated with nature

○ The low results demonstrate the complexity of this task.
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Results across different 
context size and layers
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3. Misinformation Detection with Persuasive 
Strategy Detection

● Used pipeline results of RoBERTa.
● Models:

○ RoBERTa
■ Fine-tuned

○ GPT-4
■ Zero-shot
■ In-context Learning 

Experiments
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GPT-4 Prompt Template.



○ Significant improvement with GT persuasive labels.
○ GT alone performs better than claim itself.

■ It has useful information.
○ Claim + Article + GT

■ GPT-4 Performs best.
■ RoBERTa Fails due to token limitation.

○ In context learning 
■ Outperforms RoBERTa predictions
■ Close to ground-truth labels

3. Misinformation Detection with Persuasive 
Strategy Detection

● Results
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Experiments
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3. Misinformation Detection with 
Persuasive Strategy Detection

● Experiment on additional benchmarks
○ RAWFC dataset

■ Claim verification with supporting articles
○ Shows real-world capability
○ Not domain specific.
○ Achieved SOTA on the RAWFC dataset.

■ Without search engine access.

Experiments
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Results on RAWFC benchmark.
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Persuasive writing strategies 
as reasoning in Chain of 
Thoughts prompting can 
generate explanation for the 
veracity labels.

Explainability
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Example of a explanation generated by GPT-4
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● Key Contributions:
○ A novel annotation scheme for persuasive writing strategies.
○ Utilizing these strategies to enhance the detection of health misinformation.

● Significance:
○ Improved accuracy and explainability of misinformation detection models.
○ Potential to aid in combating health misinformation..

● Closing Remark:
○ "Our approach paves the way for more nuanced and effective tools in the fight 

against misinformation, contributing to a healthier, better-informed society."

Conclusion
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Thanks!
Do you have any questions?

kamalida@msu.edu


