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The ability of intelligent models to 
extrapolate understanding of 

components to novel compositions

Compositional Generalization



Grounded Language Understanding 
& Compositional Generalization

Comprehend and apply language commands in a multimodal setting 
while focusing on compositional generalization capabilities, such as 

understanding and combining known words and concepts in novel 
ways.



Training 

Yellow Rectangle

Yellow Triangle

Orange Rectangle 

Compositional Generalization



Testing 

?

Compositional Generalization



Testing 

Orange Rectangle

Compositional Generalization



An agent is provided with a command. Its objective is to generate/execute a series of 
predefined actions to fulfill the task within the given environment

● Benchmarks
○ gSCAN
○ GRRS
○ ReaSCAN

● Input
○ 6*6 grid
○ Input Command

● Output:
○ Actions: {turn_left, turn_right, walk, push, pull}

● Evaluation Metric
○ Exact Match(%)
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● New composition of relative information
○ B2 

■ Test: [obj desc] that is same size as 
[obj desc] and inside of [obj desc] 

● Higher depth of reasoning
○ C1 

■ Train: [obj desc] that is [rel] [obj desc] 
and [rel] [obj desc] 

■ Test: [obj desc] that is [rel] [obj desc] 
and [obj desc] and [rel] [obj desc]

○ C2 
■ Train: [obj desc] that is [rel] [obj desc] 

and [rel] [obj desc]
■ Test: [obj desc] that is [rel] [obj desc] 

that is [rel] [obj desc]

Grounded Language Understanding Challenges



Motivation

● Syntactic Structure as a Key to Generalization:
○ Utilizing readily available parsers to infer hints 

about the underlying syntactic structure.
○ Removing  self-attention connection instead of 

adding complexity
● Efficacy With Weight Sharing:

○ Addressing the backpropagation challenges in 
attention masking methods through weight 
sharing.

○ Enhancing efficiency in model performance.
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Analysis

● Ablation Study

● Efficacy Analysis



Conclusion

● Exploiting syntactic structure with weight sharing in 
Transformer encoders significantly improves 
generalization. 

● Using Dependency parsing was more effective than 
constituency parsing.

● Using weight sharing with dependency parsing alleviates 
the backpropagation problem caused by attention 
masking.



CREDITS: This presentation template was 
created by Slidesgo, including icons by 

Flaticon, infographics & images by Freepik

Thanks!
kamalida@msu.edu

https://slidesgo.com/
https://www.flaticon.com/
https://www.freepik.com/

